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What’s Ahead?

• Operational definition of learning
– Types of l earni ng

• Some general issues:
– Pr obabi li stic i nference as a framework

– Overfitti ng

– Ensembl e model s

• Specific examples:
– Unsupervi sed l earni ng

– Supervi sed Learni ng

• References for starting points to learn more
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What is Learning?

• Learning = improving with experience at some task
– i mprove at the ta sk T
– accordi ng to some measure of perf or mance P
– based on experie nce E
– Exampl e 1 – play i ng checkers

• T: p l ayi ng checkers
• P: % games won
• E: past games (may be agai nst sel f)

– Exampl e 2 – predi cti on
• T: f orecasti ng unknown out comes
• P: predi cti on err or 
• E: h i stori cal record 

– Exampl e 3 – understandi ng 
• T: make sense of some data
• P: how wel l the model descri bes the data
• E: h i stori cal data
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Types of Machine Learning

• Reinforcement Learning
– Maxi mi ze some f ut ure-di scounted reward si gnal i n an 

unknown and noi sy envi ronment

• Supervised learning
– Given l abele d data predi ct l abel of previ ousl y unseen data 

• Unsupervised learning
– Given some unl abel ed data try to make sense of it ei t her 

by assi gni ng l abel s or by bui l di ng a probabi li sti c model 
whi ch may have generated the model

• Di mensi on reducti on
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Supervised Learning Formulation

• Standard formulation of problem
– Gi ven a dataset                        consi sti ng of exampl e 

i nput/ out put pairs try to l earn the mappi ng 

– I nput space can be 

• di screte/conti nuous/ mi xed 

• 1 or more d i mensi onal

– Out put space can be scal ar or vect or and

• Conti nuous: regressi on
– e. g. ti me seri es predi cti on of s tock pri ce

• Dis crete: clas si ficati on
– e. g. is stock a s trong buy, buy, hol d, or sell ?

1{ , }d
i i iD x y ==

fx y→
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Unsupervised Learning Formulation

• Standard formulation of problem
– Gi ven a dataset                   consi sti ng of sampl e val ues try to 

bui l d a model that woul d li kely generate the observ ed data 

– Most commonl y used unsupervi sed l earni ng t echni que i s 
cl usteri ng

– I nput space can be 

• di screte/conti nuous/ mi xed 

• 1 or more d i mensi onal

– Of course supervi sed l earni ng can be understood as a partic ul ar 
in stance of unsupervi sed l earni ng (and vi ce versa)

1{ }d
i iD x ==

( )P x



February 20027

Probabilistic Inference

• Most modern approaches to learning can be understood within 
a framework of probabilistic inference
– The nat ural general i zati on of Ari st oteli an lo gi c whi ch reduces to 

l ogi c when hypoth esi s are true or fal se

• 2 simple rules:
– Sum rul e:

– Pr oduct Rul e: 

• Bayes theorem (which is just the product rule) governs how 
hypotheses are modified with data
– Pr obabi lit y of hypoth esi s giv en data proporti onal to li keli hood x 

pri or:

• Pick the most likely hypothesis:

( | ) ( | ) 1p A I p A I+ ¬ =
( | ) ( | , ) ( | ) ( | , ) ( | )p AB I p A B I p B I p B A I p A I= =

( | ) ( )
( | )

( )

p d h p h
p h d

p d
=

* arg max ( | )hh p h d=
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Probabilistic Inference(2)

• The probabilistic models may be either
– Parametri c: shape of pro babi lit y densit y speci fied a pri ori 

by some paramet ers, 

• e. g. li near regressi on where we paramet eri ze i n ter ms 
of sl ope, i ntercept and noi se l evel

– Non-parametri c: use hi st ograms or sampl es f rom 
probabi lit y densit y 

• e. g. parti cl e filters 
• Some machine learning approaches which appear not 

to have anything to do with probability theory are best 
understood as particular limits of probabilistic case
– e. g. pri nci pal components anal ysi s
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Probability + Graphs = Efficiency

• Important to understand probabilistic independencies between 
random variables
– E. g. t wo vari ables mi ght appear to be correla ted wi t h each other

and appear as p(a, b), but mi ght act ual l y be independent giv en a 
common under l yi ng hi dden (or l atent vari able), p(a,b|l) = 
p(a|l)p(b|l)

– Can use such statement s of i ndependence to i nfer causal 
rel ati onshi ps

• Observations like this can great speed up calculations 
involving probabilities

• Bayesian networks are models of probability densities with 
conditional dependencies annotated as a directed graph for 
efficient processing
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Over-Fitting

• For both supervised and unsupervised learning an important 
issue to be aware of is over-fitting
– Gi ven 10 data poi nts fitti ng a ni nt h degree pol ynomi al wi l l al most 

never result i n good predi cti ons f or unseen poi nts
• Can be understood in terms of a bias/variance tradeoff:

– Bi as: measures the qual ity of the mat ch between the model and 
the underl yi ng trut h

– Vari ance: measures the speci fi cit y of the match

• Many parameter models can drive down the bias but will 
usually increase the variance

• Prior beliefs on parameters or the number of parameters can 
be used to alleviate this problem 

{ } { } { }22 2
( ; ) ( ) ( ; ) ( ) ( ; ) [ ( ; )]D D D DE g x D F x E g x D F x E g x D E g x D   − = − + −     



February 200211

Cross Validation

• To ameliorate overfitting a common technique is 
called cross validation

• In cross validation you only use a sample of the full 
data set to build the model and you hold out the rest 
to test the error of your model on the held out set

• Common used to set the best parameters of 
learning algorithms
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Ensemble Modeling 

• If we have a number of models each making predictions how 
might we combine them to form a single best guess and how 
good can this guess be?
– For regressi on mig ht take the average guess, thi s i s good because it 

dri ves down th e vari ance whil e l eavi ng the bias unaffected and t hus 
results i n l ower error rate

– For cl assi fi cati on we can take a vote f or each cl ass and go wi t hthe 
win ner

• Other more sophisticated techniques also empirically appear to 
work quite well and there are the beginnings of theoretical 
understanding;
– E. g. boosti ng: bui l d new model s i n regi ons where ol d model s are 

perf or mi ng poorl y
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Some Example Methods: 
Unsupervised
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Methods of Unsupervised Learning

• Principal Component Analysis (PCA)
– Assume t he data have correl ati ons 

and esti mate the pai r wi se correl at i on 
mat ri x f rom t he data:

– Di agonal i zethe covari ance matri x t o 
fi nd di recti ons (i .e. l i near 
combi nati ons of the vari abl es) 
accounti ng f or most of the vari ati on

– By di sregardi ng the di recti ons across 
whi ch t here i s litt l e vari ati on we can 
reduce the di mensi onal it y of the 
probl em

– Resul ti ng vari abl es wi l l be 
uncorrel ated

1 1

, ( ) ( )
d d

T
i i i

i i

x C x xµ µ µ
= =

= = − −∑ ∑

Data cloud with the first 
principal component drawn
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Methods of Unsupervised Learning

• Clustering or 
segmentation
– Peopl e can do the j ob easil y 

(at l east i n 2 di mensi ons) –
but how??

– Same concepts i n hi gher 
di mensi ons
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Methods of Unsupervised Learning

• K-means Clustering
– Assumes there are k  cl usters 

and fi nds cl uster centers such 
that maxi mum or average 
di stance to the centroi d of 
each cl uster i s mi ni miz ed 
( medi od i f data is bi nary)

– Di stance can be measured by a 
vari et y of means, e.g. 
Eucl i dean, correl ati on 
coeffi ci ent, Manhattan 
di stance, etc

Original data

5 clusters (maximum 
distance)
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Methods of Unsupervised Learning

• Gaussian mixture modeling
– Assumes data generated by a mi xt ure of Gaussi an d i st ri buti on: 

– Fi nds all paramet ers by maxi mi zi ng the lik el i hood of the observ ed 
data 

– Me mbershi p to a cl uster now becomes f uzzy, e.g. a poi nt may be 
assi gned 80% to cl uster 1 and 20% t o cl uster 2

– Li kel i hood can be opti mi zed ni cel y wi t h a procedure cal l ed EM or
Expectati on Maxi mi zati on

• Powerf ul techni que wi t h numerous appl i cations

• Converges to a l ocal maxi mum of the li kel i hood f uncti on

1 2 1 1 2 2 1 1 1 2 2 2( ; , , , , , ) ( ; , ) ( ; , )p x N x N xρ ρ µ σ µ σ ρ µ σ ρ µ σ= +

1 2 1 1 2 2 1 2 1 1 2 2
1

( , , , , , ) ( ; , , , , , )
d

i
i

L p xρ ρ µ σ µ σ ρ ρ µ σ µ σ
=

= ∏
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Methods of Unsupervised Learning

• Other topics 
– I ndependent component anal ysi s: separati ng conversati ons 

at a cocktai l part y

– Topographic maps ( Kohonen maps): fi ndi ng t wo 
di mensi onal r epresentations of hi gher di mensi onal data f or 
vi sual i zati on

– Sparse bases: fi ndi ng an overcompl ete basi s f or the data so 
that any datum can accuratel y be represented wit h onl y a 
few basi s vect ors

– Lat ent vari abl e model s: posi t a few latent vari abl es 
accounti ng for the data and i nfer these h i dden vari able s
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Some Example Methods: 
Supervised
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Methods of Supervised Learning

• Bayesian methods for inferring parameters in 
parametric models
– Outl i ned earli er, si mpl est exampl e i s li near regressi on. 

The squared error i s actu al l y the negati ve l og li kel i hood 
under a Gaussi an approxi mati on to th e errors

– Zi l l i ons of exampl es dependi ng of the f or m of the model 
and the dependenci es between vari abl es.

• more sophi sti cated but common exampl e: hi dden 
Marko v model s used i n ti me serie s

• Appl ie s to bot h clas si fic ati on and regressi on

• Bayesian networks are a huge research topic now
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Methods of Supervised Learning

Decision Trees for classification

training data:

nostronghighmildrain14

yesweaknormalhotcloud13

yesstronghighmildcloud12

yesstrongnormalmildsun11

yesweaknormalmildrain10

yesweaknormalcoolsun9

noweakhighmildsun8

yesstrongnormalcoolcloud7

nostrongnormalcoolrain6

yesweaknormalcoolrain5

yesweakhighmildrain4

yesweakhighhotcloud3

nostronghighhotsun2

noweakhighhotsun1

Play TennisWindHumidityTempOutlookDay
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Methods of Supervised Learning

• The tennis decision 
tree
– Det er mi ne those 

vari abl es that reduce 
uncertai nt y the most 
and spl it on th ose

– Trees can be pruned t o 
li mi t overfitti ng

– Ver y easy to i nterpret
– Boundarie s between 

cl asses are rectangul ar

N o

H ig h

Y es

N o rm a l

H u m id ity

su n ny

Y es

o ve rca st

N o

S tro ng

Y es

W e ak

W ind

ra in

O u tlo ok
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Methods of Supervised Learning

• Nearest Neighbor rules
– E. g. f or cla ssi ficati on fi nd the 

“ nearest ” poi nt i n the trai ni ng 
set of exampl es and say the 
new poi nt i s in the same cl ass 
as that trai ni ng exampl e

– Boundarie s are more general 
and can be pol ygonal

– Can use more than the si ngl e 
nearest poi nt by sel ecti ng 
some number of nearby poi nts 
and voti ng
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Methods Of Supervised Learning

• Kernel-based Learning
– If    is a new poi nt at whic h we want to predi ct    then        

shoul d be “si mi l ar” to   

– Si mi l arit y measures

• For out puts: use a l oss f uncti on, e.g.                          f or 
regressi on 

• For i nputs: a kernel 

– The kernel i s symmetri c and general i zes the usual si mi l arit y 
measure on      whi ch i s the i nner product 

• I n fact we can assume                                 , i.e. an i nner 
product i n some feat ure space      , theref ore  must be posi ti ve
defi ni te

• Feat ure space often much hi gher di mensi onal

x y ( , )x y

1 1( , ), , ( , )N Nx y x yL

2( , ) ( )L y y y y′ ′= −

( , )k x x′

n¡ x x′g
( , ) ( ) ( )k x x x x′ ′= Φ Φg

kH
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Methods of Supervised Learning

A little bit more formally

• The minimizer of

is of the form

where it is easy to find the expansion coefficients    by 
solving a quadratic programming problem

• Can generalize the loss term from quadratic to             
and result still holds 

2
21

1
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Methods of Supervised Learning
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Methods of Supervised Learning

• Many other methods
– Neur al networks: can approxi mate any f uncti on usi ng an 

accumul atio n of many l ocal non-l i neariti es

• Many vari ants of neural net works

– Spl i nes

– Gaussi an processes
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Where to go for more information

– Over al l surv ey i ntr oducti ons to machi ne l earni ng:
• Pattern Classification: Ri chard Duda, Peter Hart, Davi d St ork, ( Wi l ey 2000). 
• Elements of Statistical Learning: Trevor Hasti e, Robert Ti bshi ran i, Jerome Fri edman, (Spri nger 

Verl ag 2001)
• NATO Advanced Stu dy I nstitute i n Learning Theory: 

htt p:// www. esat.kule uven.ac. be/si sta/nat oasi/ltp2002. ht ml

– Pr obabi l i sti c I nference:
• Probability Theory: the logic of science, Edwi n Jaynes, to be publ i shed Apri l 2003

– Bayesi an Net work s
• Bayesian Networks and Decision Graphs, F. V. Jensen (Spri nger. 2001) 

– Ker nel Met hods:
• An I ntroducti on to Support Vect or Machin es and Oth er Kernel -based Learni ng Meth ods, Nel l o

Chri sti ani ni, John Shawe Tayl or, ( Cambri dge Univ ersit y Press, 2000)

– Neur al Net works:
• Neural Networks for Pattern Recognition, Chri st opher Bishop, (Oxf ord Univ ersit y Press, 1995). 

I ncl udes great accompanyi ng Matl ab software whi ch i s avai l able onl i ne!


